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letx, =ax,, + 0, ¥, =x +v,t =0, %1, 12

where all r.v.’s are real valued, u, ~ N(o,u), v, ~ N(o,v), the u’s and the v's are all
independent of each other, and x, is independent of u,, v, for all s<t. 0<|a|<1.

Problem: Find the joint distribution of the x’s, for t=0, -1, -2, ..., given the y,’s, t=0, -1,
X

The joint distribution bemg Gaussian, it is determined by two infinite matrices: the

covariance matrix W, given by w; = Cov(x;, x;), i,j = 0,1,2,..,, and the regression matrix
A, given by (ay), where

E(x,ly) = E;,oaij}r_j, i=012..

We will derive explicit formulas for w; and a; in terms of the three basic parameters u,v
and a.

The basic procedure is the following:

1 Giveny = (Vg ¥.1» Y2 -.), €xtend W to the two extra variables x; and y,;.

2 Update by conditioning on y;. This reproduces the original situation of the joint
distribution of the x,, t<T, conditional on the y,, t<T, except that now T=1 instead
of T=0.

3 The W and A matrices must then reappear shifted in time. This yields a system
of recursive equations which can be solved explicitly.

(The solution for W is straightforward. The solution for A is more involved. It turns out
that

A=Wy (D
There is a direct heuristic argument for (1)).
(1) Write w = wy = Var(x,). (Everythiﬁg is conditional on y = yg, V.4, «.)
Var(x,) = Var(ax, + u;) = a’w + u.
Cov(x,, X,) = a Var(x,) = aw.



Cov(x;, X)) = Cov(x;, X5) Cov(x, x,)/Var(x,) = aw,,
since Pr(x, |xg, x;) = Pr(x,|x,).

Cov(x,, y;) = Var(x,) = a’w + wu.

Cov(x;, y;) = Cov(x,, ) Cov(x,, y;)/Var(x,) = aw,,
since Pr(y; |x,, x;) = Pr(y,|x,), i=0,1,2,...

Var(y,) = Var(x, + v,) = a%w + u + v. Y, X, e iy

Thus the augmented W matrix looks like Figure Y rl':'_ tU | Aty | ow O,
1. This completes Step 1. 4 2

G +u | Qwty | aw Aw
(2)  Condition on y,. Writing Figure 1 as A e adadiai 0

Figure 2, where W is W bordered by the x, row
and column, the conditioning yields

W - Ba B/ = W - Bpaw + u + v)=W?, 4 AWl AW | Wl ¥y
since a is (1,1). y L

¥ aw aw W | We, -~

=1 ué&l
W is the covariance matrix of Xty X Xidy oonp s 1
conditional on ¥° = y,, yy, V.4 ... All the 1
following are conditional on y°. o ¢
‘w+u)?  v(alw+u) ~
Var(x,) = a’w+u - 8 .
; alw+u+v  alwsus+v ¢ w
Fisure 2
But this must equal w, by recursion! Thus w(=w,,) satisfies the quadratic equation
w(a’w+u+v) = v(alw+u) (2)
(2) has a unique positive root (it is always less than min[v,l = EJ )
-2
Define the number 6 by:
B.a av L aw - (?-W] (3)
alw+u+v | a’w+u v

(The equations in (3) follow easily from (2), and imply 0<6/a <1,0<Ba<1, hence |8|<1.

2



aw, (a*w+u) _aw

Cov(x_,x.) = aw, - = Bw. , by (3)
*-v%1) ¥ a‘w+u+v alw+u+v i
But this must equal w;, , by recursion!
It follows that
Wy, = o'w (4)
Finally, for i,j = 0, -1, -2, ...,
aw. aw 2gi+j+l
cnl_ ,=wu——h.—_ﬁ= ._—w_
ot = % bty v
by (3) and (4).
But by recursion, Cov(x;, x;) must be w;, 1,;.,!
Thus
aw2gi**l
Wivga = Wy ~ ‘ )

(3) is a system of difference equations, which, with initial conditions given by (2) and (4),
have the unique solution
it (1-20)0Hl+(a-g)ai+i*!
w 1-6°

(6)

This completes the solution for the covariance matrix W. For the regression matrix A,
let x = (X, Xq, X4, X, -..) and, as above, y = yo, ¥, - and ¥° = y,, yg, ¥.p» ... Then

E(x|y?) = E(x|y) + pa”'(y, - Ey,|y) o)
(see Figure 2) To start, note that

E,|y) = E(x)|y) = aE(x,ly) = aXj.pa,y ®)



Then, from (7) and (8),
alw+u

atw+u+v

E(x, |y % = &EI-na.,iF.j 4 ¥, "az;-oaq]" -j) @)

w
v

e T ﬂ'z'j-(raq?.j

by (2) and (3). But, by recursion, we must have

E{IIJF{}) 2 amfl G El.-uﬂqu?.j {lﬂ}

Equating coefficients of y, in (9) and (10) yields

W

o = (11)
Equating coefficients of y; in (9) and (10) yields a9y, = Bag
so that
Ow Wy
= - 12
% v v e

from (11) and (4).

Similarly, fori = 0, 1, 2, ....

aw,,

E(I-il.'fo) = E{I_i]f} 2 @1"}3{}'1 1Y) (13)

alw+u+v

i
.-I'Elw

= Loty * —— () - Ay )

from (7), (3), (4), and (8). But, by recursion,

B(x4ly%) = 2107, + EioAipd (1)



Equating coefficients of y, in (13) and (14) yields

il . (15)

by (4), for i=1, 2, ...

Equating coefficients of y; in (13) and (14) yields
i+l s
s O Ty (16)

a'i+I."j-|=:|. s | v \Fi

from (12). This difference equation system, together with initial conditions (12) and
(15), has the unique solution a, = wylv, 1] = 0,1,.., as is clear on dividing equations (5)
by v. Thus . *” '

A =W (17)
This, with (6) (and (2) and (3)) gives the complete solution.

A heuristic derivation of equation (17)

Letx = (Xg, X4y X3 )", ¥ = (Yo Y1 ¥ -..)’. We find the unconditional joint covariance
matrix over (y’, x* ).

Step 1. Since x, = ax,_, + u,la|<1, the equilibrium covariance matrix on X is easily
seen to be

u

1-a2 nll-_1|' ij = 0,1.2,..

Cﬂv{x_i,x_j) =

Call this infinite matrix n.
Step 2: Since y, = x, + v,, it follows that

Cov(x_,y_) = Var(x_) = u/(1-a?

Also



Cov(x_pyy) = Covix_px_)Cov(x_y )/Var(x_)

- 2 gl
1-a?

since I’rlfy_J Ix_j,::_i) = P,t[)r_j|1_j)

This shows that the covariance matrix between x and y is also q.

+ v

Step 3: Var(y_) = Var(x_) + v =

1-a?

For i=j, Cov(y ,,j,y,j) = Cov(y_yx_) Cov(x_,y ,]-)Nar(x_ ) = L

1-a?

T: %!
since Pr(y_|x_.y P =Py |x )
Thus the covariance matrix of the y’s is @ + vI A 0 v] "
(I the infinite unit matrix)
Thus the overall covariance matrix is as in
Figure 3. LA ¢ 1) 3 8
Then, assuming the rules for finite conditioning
carry over to the infinite case, we get for W, Ficure 3
the conditional covariance of x conditioned on il

¥,
W = Q-Q(Q+vD'Q

For A, the regression matrix of x on y, we get

A = QQ+vD™!

Then (18) and (19) imply (17), since
W =0Q-AQ = A(Q+] - AQ = Av

(18)

(19)



Further comments:

(i)  The conditional distribution of all x,’s, t=0,21,22, ... given all y,’s, t=0,+1,42,...,
follows from the above by going to the infinite past. Let i,j + = in (6) while i-j is
fixed. The "Hankel" part disappears, leaving only the "Toeplitz" part:

w., = W1-a0) gy
.

for i,j=0,+1,+2,... is the doubly infinite covariance matrix. The relation A=W/v still
obtains.

w(l-aB)
1-8%

(In this setup, w is of no interest, but rather w_ = , which is the common

residual variance of the x's; by tedious calculation,
uv

: Ju+v-a?v)?+datuv

w

(i)  The formulas above seem to be meaningful for all real g, not just for |a| <1.

(i)  The joint distribution of x,, Xy, X,, ... conditional on Yo» Y15 ¥a ... appears to be of
just this form again; w; and a; are still given by (2), (3), (6) and (17), where now
w; = Cov,(x, x;) and

E(x;|y) = EJ-'Wj

The basic argument for this is that the joint covariance matrix of x = (X Xy ...) and y =
(Yo ¥1» ) 15 again as in Figure 3, with the same . (Alternatively, the stationary joint
distribution of x,, y,, t=0, +1, 2, ... is time reversible).

(iv)
Tratlay = 1, all i = 0,1,. (20)

Proof: direct computation from (6) and (17)



A statement equivalent to (20) is: Aa = aq, (21)
where ¢ = (1,27}, a*2,...)

(v)  The W (and A) matrices are positive definite

Proof: From (3) recall that ﬂdgﬂl,ﬂtﬂaﬂ, hence 0<|0]|<1

a
The "Toeplitz" matrix (8"7)) is positive definite by 0<|8|<1, and is multiplied by the
positive factor(1-a0)/1-6%)

The "Hankel" matrix (6'Y) is positive semidefinite, and is multiplied by the positive
factor (a-8)6/(1-6%. W is the sum of these two. QED

(Note this argument works for any real a ~0).



